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a b s t r a c t 

Capillary heterogeneity trapping caused by mesoscale heterogeneity at the millimeter scale has been shown to 

have a great potential in immobilizing a significant amount of CO 2 in CO 2 geologic storage. The goal of this 

study is to develop and apply a macroscopic percolation simulator to better understand how post-imbibition CO 2 

capillary heterogeneity trapping varies with different types and degrees of mesoscale heterogeneity as well as 

to quantify and compare its contribution to the pore-scale snap-off/bypass residual trapping mechanism. Using 

invasion percolation during drainage and ordinary percolation with macroscopic trapping during imbibition, the 

macroscopic percolation simulator can rapidly simulate both post-drainage and post-imbibition CO 2 saturation 

fields under capillary-gravity equilibrium, producing results that are validated by a full-physics reservoir sim- 

ulator with a speedup of 10 to 100 times. The macroscopic percolation simulation results have shown that for 

domains that are completely uncorrelated or with nonleaky downstream capillary barriers, CO 2 heterogeneity 

trapping contribution always increases with the degree of heterogeneity of the domain. This is consistent with 

previous experimental results. However, the relationship between the CO 2 residual trapping ability of a domain 

also depends on the spatial structure of the heterogeneity and trapping ability does not always increase linearly 

with the degree of heterogeneity as previously shown. Additionally, when the capillary barrier is leaky, then re- 

gardless of the degree of heterogeneity, no extra capillary heterogeneity trapping can be achieved after long-term 

imbibition. Finally, this study demonstrates how residual trapping relationships may not be scale-invariant and 

calls for more sophisticated upscaling methods such as the macroscopic percolation simulation method presented 

here. 
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. Introduction 

CO 2 geologic storage is an integral part of the climate change solu-

ions that allow the society to transition toward carbon neutral energy

hile still relying on fossil fuels ( IPCC, 2014 , 2005 ; Rogelj et al., 2018 ).

here are several secondary trapping mechanisms that provide extra

mmobilization security of the CO 2 plume in addition to the cap rock

rimary trapping mechanism. Residual trapping by capillary forces is

ne such secondary trapping mechanism that is capable of immobiliz-

ng a significant amount of CO 2 ( IPCC, 2005 ). Conventionally, the pore-

cale snap-off and bypass mechanisms are considered to be the main

rapping mechanisms responsible for residual trapping ( Krevor et al.,

015 ). However, recent studies have shown that mesoscale hetero-

eneity at the millimeter to centimeter scale also plays an important

ole in residually trapping the nonwetting phase fluid, causing what

s known as capillary heterogeneity trapping ( Corbett et al., 1992 ;
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uang et al., 1995 ; Jackson and Krevor, 2020 ; Kortekaas, 1985 ;

revor et al., 2011 ; Meckel et al., 2015 ; Saadatpoor et al., 2010 ;

revisan et al., 2017 ). 

A few simulation studies have previously investigated capillary het-

rogeneity trapping of CO 2 or other nonwetting phase fluid such as

il under capillary dominated flow regimes. A significant portion of

he literature on this topic focuses on capillary heterogeneity trap-

ing due to buoyancy flow ( Behzadi et al., 2011 ; Gershenzon et al.,

017 ; Meckel et al., 2015 ; Ren et al., 2019 ; Ren and Duncan, 2019 ;

aadatpoor et al., 2013 , 2010 ; Trevisan et al., 2017 ), and just a few

xamine post-imbibition capillary heterogeneity trapping, the topic

f this study ( Corbett et al., 1992 ; Kortekaas, 1985 ; Ren, 2018 ).

ortekaas (1985) through mathematical simulation found that when

ater imbibition direction is perpendicular to the lamination, oil

apillary heterogeneity trapping occurs when inter-laminae perme-

bility contrast is present. The same conclusion is reached by
, USA. 
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orbett et al. (1992) with an ECLIPSE black oil simulator. More re-

ently, Ren (2018) conducted 2D reservoir-scale simulations with the

MG-GEM simulator and reported that the amount of capillary hetero-

eneity trapping is intrinsic to the heterogeneity of the domain. Later,

en et al. (2019) used an analytical method to identify and quantify the

apillary heterogeneity trapping amount. However, Ren et al.’s method

nly obtains the upper bound of the capillary heterogeneity trapping ca-

acity and does not consider any contribution from pore-scale residual

rapping. Therefore, it is of interest to develop a simulation method that

an enable rapid and accurate quantification of both the mesoscale cap-

llary heterogeneity trapping amount and the pore-scale residual trap-

ing amount of any heterogeneous domain in order to measure total

ost-imbibition residual trapping and the relative importance of the two

esidual trapping mechanisms. 

However, full-physics reservoir simulators, such as the MATLAB

eservoir Simulation Toolbox (MRST) that is used in this study, are not

ell suited to the task of simulating low rate injection scenarios on do-

ains with a high degree of capillary heterogeneity. Full physics reser-

oir simulations take a long simulated time to reach capillary equilib-

ium as many pore volumes of fluid need to be injected into the domain.

hey can also take a long wall clock time to run when flow rates are low

ecause small time steps are needed to ensure convergence. This itself

s because large contrasts in capillary pressure characteristic curves re-

ulting from capillary heterogeneity can lead to convergence problems,

articularly at very low flow rates. A type of reduced physics simulator

ased on macroscopic percolation (MP) can overcome such challenges

 Ioannidis et al., 1996 ; Kueper and McWhorter, 1992 ; Yortsos et al.,

993 ). This type of simulator applies the pore-scale microscopic perco-

ation displacement algorithms to macroscopic voxels with well-defined

ontinuum-scale properties such as porosity, permeability, and satura-

ion, hence the term “macroscopic ”. The MP simulator is best applied

hen capillary forces dominate the flow regime and there is no signifi-

ant viscous impact on flow. One major advantage of an MP simulator

s that it can easily handle highly discontinuous and heterogeneous do-

ains because the highly nonlinear dynamic multiphase flow displace-

ent processes are not modeled. Another advantage of an MP simulator

s the significant amount of speedup in simulation time that is achiev-

ble ( Celia et al., 2015 ). 

In the CO 2 storage field, Permedia’s CO 2 Migration module

s a widely-used industry MP simulator ( Cavanagh and Haszel-

ine, 2014 ; Meckel et al., 2015 ; Trevisan et al., 2017 ). Cavanagh and

aszeldine (2014) first applied Permedia to history-match CO 2 

lume migration at the Sleipner site. Meckel et al. (2015) and

revisan et al. (2017) have also utilized this tool to investigate how the

mount of domain average post-drainage CO 2 saturation varies with dif-

erent types and degrees of heterogeneity. However, Permedia’s original

urpose is to model hydrocarbon migration. As a consequence, Perme-

ia assigns only one of two saturation values to all invaded voxels. They

re the irreducible water saturation for the voxels accumulating CO 2 

ehind a capillary barrier, and the breakthrough CO 2 saturation for the

oxels on the migration path. This simple formulation does not allow

ermedia to report the more heterogeneous saturation fields often seen

n coreflooding experiments. Furthermore, Permedia can only simulate

onwetting phase drainage and not wetting phase imbibition. 

A number of past studies have presented MP formulations for gen-

rating domain effective relative permeability and capillary pressure

urves for heterogeneous domains for both drainage ( Jackson and

revor, 2020 ; Yang et al., 2013 ) and imbibition ( Nooruddin and

lunt, 2018 ; Wolff et al., 2013 ; Yang et al., 2020 ). Therefore, the MP al-

orithm can be used to generate upscaled properties to be used as inputs

nto full-physics simulators to simulate CO 2 plume migration in order

o save computational resources and increase simulation speeds, as is

one by Jackson and Krevor (2020) . Yet, the MP simulator can also be

irectly applied to field-scale domains due to the simplicity of the MP

lgorithm and its small computational burden. In this study, we will

resent just one such field-scale MP simulation example. 
2 
By developing a fast and reliable MP simulator, the current study

ims to answer the following two questions for heterogeneous domains:

ow does residual trapping ability vary with different types and degrees

f mesoscale heterogeneity? And does the residual trapping relationship

emain unchanged across scales? The rest of this study is organized as

uch. First the MP simulation model, model inputs, and input data will

e presented. Then the MP simulation results will be discussed. Two

inds of simulation cases are presented that 1) predict residual trapping

bilities on different types of permeability fields, and 2) demonstrate

ow the MP simulator can be applied to a field-scale domain. 

. The MP simulation model 

The MP simulation model is a reduced physics simulator that rapidly

stimates the distribution of CO 2 /water saturations under strongly cap-

llary dominated flow regimes. By applying two-phase flow and trapping

ules, the MP simulator can estimate CO 2 residual trapping during post-

njection imbibition. The core idea of the MP simulation model is to

educe computation complexity by simulating quasi-static equilibrium

tates ( Ioannidis et al., 1996 ). It involves increasing or decreasing an

xternally imposed capillary pressure on the domain in discrete steps

n order to simulate nonwetting phase saturation during drainage and

etting phase imbibition after drainage. At each such capillary pressure

tep, the saturation field can be computed from the set of input capillary

ressure curves for each voxel. 

At the voxel level, the only necessary input into the MP simulator

s the drainage and imbibition capillary pressure curves that govern the

oxel saturation at a specified capillary pressure. While it is relatively

traightforward to simulate the drainage process, one major challenge

n building the MP simulation model is to equip it with the ability to

ccurately capture both pore-scale and mesoscale residual trapping dur-

ng the imbibition process. In conventional reservoir simulation, pore-

cale residual trapping is modeled by adding hysteresis to the voxel-

evel imbibition capillary pressure curves. In conventional MP simula-

ion, mesoscale residual trapping, or capillary heterogeneity trapping, is

odeled by adding macroscopic trapping rules during imbibition. How-

ver, to simulate residual trapping for both scales at the same time is not

s simple as directly combining voxel-level hysteresis with macroscopic

rapping rules. 

Previously, Nooruddin and Blunt (2018) applied the aforementioned

imple combination method and reported that essentially no post-

mbibition nonwetting phase capillary heterogeneity trapping is present

n their MP simulations for water-wet rocks. This is because the authors

ollowed the conventional approach by allowing the voxel-level capil-

ary pressure to reduce to 0 at the residual saturation during imbibition

imulation. However, when this is the case, it has been confirmed that no

xtra capillary heterogeneity trapping can be achieved in either MP sim-

lations or full-physics simulations with enough pore volumes injected

PVI) ( Bech and Frykman, 2018 ; Ioannidis et al., 1996 ; Jackson and

revor, 2019 ; Kueper and McWhorter, 1992 ). These simulation results

un contrary to the fact that a significant amount of post-imbibition cap-

llary heterogeneity trapping has been observed in water-wet sandstone

oreflooding experiments ( Krevor et al., 2011 ). Therefore, key modifi-

ations to both the voxel-level hysteresis model and the macroscopic

rapping rules are needed to better match reality. 

These modifications include setting the imbibition snap-off pressure

 s to be nonzero ( Jackson et al., 2020 ; Jackson and Krevor, 2019 ) and

pplying an additional domain-level macroscopic trapping rule when

he P s value is reached during the MP imbibition simulation. We assume

hat this nonzero continuum-scale snap-off capillary pressure P s occurs

t the residual saturation caused purely by pore-scale residual trapping

echanisms, and that this is the capillary pressure below which the

onwetting phase is no longer continuous during imbibition. With these

ssumptions in place, the voxel-level hysteretic capillary pressure model

hould then terminate at its P s value during imbibition and does not

urther decrease. For the MP imbibition simulation process, this means
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t is necessary to implement a macroscopic trapping rule that freezes

he domain saturation during imbibition when the externally imposed

apillary pressure drops below this specified P s value to ensure that the

onwetting phase is no longer flowing. While some studies have adopted

ower P s values ( Jackson et al., 2020 ; Jackson and Krevor, 2019 ), in

his study, we set the P s value equal to the voxel-level capillary entry

ressure P e value for simplicity. Although determining the exact value

or P s is outside the scope of the current study, P s does directly affect the

P residual trapping simulation results. Therefore, a sensitivity analysis

as been conducted on the value of P s and is provided in Appendix A . 

Because the MP simulator is a reduced physics simulator, several as-

umptions are employed in the current study. The flow rate is assumed

o be infinitesimal, such that viscous forces are negligible. It is also as-

umed that capillary pressure equilibrium is instantly reached at every

ressure step. Each voxel in the domain is assumed to be at the contin-

um scale so that they would have well-defined voxel-level petrophysi-

al and multiphase flow properties, i.e. porosity, permeability, and cap-

llary pressure curves. The MP simulations in this study are run on 3D

omains. For boundary conditions, both the inlet and the outlet slices

re constant pressure boundaries. All the other boundaries are no-flow

oundaries. Drainage simulations start at 100% water saturation every-

here in the domain, and imbibition simulations start with the post-

rainage saturation field. In other words, first a primary drainage and

hen a secondary imbibition are simulated. 

To demonstrate that the MP simulator is a suitable tool for simu-

ating realistic CO 2 storage projects at the field scale, a scaling group

nalysis has been conducted. Field-scale CO 2 storage has a viscosity ra-

io ( 𝜇w / 𝜇nw ) of ∼ 10 1 , where 𝜇w and 𝜇nw are viscosity for the wetting

nd the nonwetting phase. The field-scale microscopic Bond number

 Δ𝜌gd 2 / 𝜎) is 10 − 3 , where Δ𝜌 is the density difference between the two

hases, g is the gravity acceleration constant, d is the mean pore diam-

ter, and 𝜎 is the interfacial tension ( Cinar et al., 2007 ; Kimbrel et al.,

015 ; Morrow et al., 1988 ). During CO 2 injection when we are away

rom the well and during the post-injection fluid redistribution stage,

he field-scale range of the capillary number ( v 𝜇/ 𝜎) computed is 10 − 12 

o 10 − 8 , where v is the Darcy velocity and 𝜇 is the viscosity of the invad-

ng fluid ( Larkin, 2010 ; Lefebvre du Prey, 1973 ; Morrow et al., 1988 ).

inally the gravity number ( Δ𝜌gk / v 𝜇) value range at the field scale is

0 0 to 10 3 , where k is average permeability ( Engelberts and Klinken-

erg, 1951 ; Larkin, 2010 ). MP simulations have the same viscosity ratio

nd microscopic Bond number values as the previous field-scale values.

ecause the flow rate is taken to be zero in MP simulations, the capil-

ary number of any MP simulation is 0 and the gravity number is infinite,

hich are also consistent with the strongly capillary and gravity domi-

ated flow regime at the field scale. The calculation details can be found

n the supplementary material. 

The rest of this section describes the details of the MP simulation

ormulation and the inputs into the simulator. Here, an algorithm-based

P simulator formulation is presented. For a matrix representation of

he MP simulator, see Nooruddin and Blunt (2018) . 

.1. Voxel-level inputs 

Voxel-level properties need to be specified as inputs into the MP

imulator. Strictly speaking, the MP simulator only requires capillary

ressure curves to be defined at the voxel level. The input voxel-level

apillary pressure curves can be Brooks-Corey, van Genuchten, or any

ser-defined models. In this study, we use a Brooks-Corey model for cap-

llary pressure curves, so that a nonzero capillary entry pressure exists.

he Leverett J-function scaling relationship has been shown to provide

ccurate modeling of core-scale experiments. It is a convenient way to

ssign different capillary pressure curves to voxels and has been widely

sed as a way to model capillary heterogeneity Huang et al., 1995 ;

rause et al., 2013 , 2011 ; Kuo and Benson, 2015 ; Saadatpoor et al.,

010 ; Zeybek et al., 1995 ). A single J function can be scaled accord-

ng to the voxels’ porosity and permeability values to generate voxel-
3 
evel capillary pressure curves for voxels belonging to a single rock for-

ation ( Akin et al., 2000 ; Leverett, 1941 ; Li and Benson, 2015 ). The

quations used to represent the drainage voxel-level capillary pressure

urves are shown in Eqs. (1) to ( (4) ( Brooks and Corey, 1964 ; Pini and

enson, 2017 ), 

 

𝐷 
𝑐,𝑗 

= 𝛼 ⋅ 𝑃 𝑒 J (1)

 = 𝑆 

∗ − 1 ∕ 𝜆
𝑤 (2)

 

∗ 
𝑤 
= 

𝑆 𝑤 − 𝑆 𝑤𝑖 

1 − 𝑆 𝑤𝑖 

(3)

= 

√ 

𝑘 𝑎𝑣𝑔 𝜙𝑗 

𝜙𝑎𝑣𝑔 𝑘 𝑗 
(4) 

here 𝑃 𝐷 
𝑐,𝑗 

. is the drainage capillary pressure of each voxel j, J is the J

unction, 𝑆 

∗ 
𝑤 

is the effective wetting phase (water) saturation, and 𝛼 is

he scaling factor that converts the average capillary pressure curve to

he voxel-level curves. In Eq. (1) , P e is the domain capillary entry pres-

ure of the Brooks-Corey model. In Eq. (2) , 𝜆 is the pore size distribution

ndex. In Eq. (3) , S w is the water saturation and S wi is the irreducible

ater saturation. In Eq. (4) , 𝜑 avg and k avg are the average porosity and

ermeability values, while 𝜑 j and k j are the voxel-level porosity and

ermeability values. Note that for field-scale simulations, different 𝜑 avg 

nd k avg values should be specified for every rock type. After the Lev-

rett J-function scaling relationship is applied, when the voxels are at

apillary equilibrium, the saturation of the voxels would all be different

ith respect mainly to their permeability values, as illustrated in Fig. 1 .

The case for the imbibition capillary pressure curves is more com-

lex because hysteresis is present. We can choose to simply use the non-

ysteretic drainage capillary pressure curves during imbibition. How-

ver, this is not realistic when comparing to experimental results. In

rder to account for hysteresis caused by pore-scale trapping mecha-

isms, we use a trapping model like the Land or the linear trapping

elationship. In this study, the linear trapping relationship is used un-

ess otherwise specified. The equations used to represent the imbibition

ysteretic voxel-level capillary pressure curves are shown in Eqs. (5) to

9) ( Jackson et al., 2020 ; Pini and Benson, 2017 ), 

 

𝐼 
𝑐,𝑗 

= 𝛼 ⋅

[ 

𝑃 𝑐𝑖 

( (
1 − 𝑆 

∗ 
𝑛𝑤,𝑚 

)− 1 ∕ 𝜆 − 1 

) 

+ 𝑃 𝑠 

] 

(5)

 𝑐𝑖 = 

(
𝑃 𝑒 − 𝑃 𝑠 𝑆 

∗ 
𝑤,𝑖 

1 
𝜆

)(
1 − 𝑆 

∗ 
𝑤,𝑖 

1 
𝜆

)−1 
(6) 

 

∗ 
𝑛𝑤,𝑚 

= 

𝑆 

∗ 
𝑛𝑤 

− 𝑆 

∗ 
𝑛𝑤,𝑟 

1 − 𝐴 𝑝 

(7)

 

∗ 
𝑛𝑤,𝑟 

= 𝐴 𝑝 𝑆 

∗ 
𝑛𝑤,𝑖 

(8)

 

∗ 
𝑛𝑤 

= 

𝑆 𝑛𝑤 

1 − 𝑆 𝑤𝑖 

(9)

here 𝑃 𝐼 
𝑐,𝑗 

is the imbibition hysteretic capillary pressure of each voxel

, 𝑆 

∗ 
𝑛𝑤,𝑚 

is the effective mobile nonwetting phase (CO 2 ) saturation, and

 

∗ 
𝑛𝑤 

is the effective nonwetting phase saturation. In Eq. (5) , 𝛼 is the same

caling factor as in the drainage case and P s is the imbibition snap-off

apillary pressure. In Eq. (6) , 𝑆 

∗ 
𝑤,𝑖 

= 1 − 𝑆 

∗ 
𝑛𝑤,𝑖 

, where 𝑆 

∗ 
𝑛𝑤,𝑖 

is the effec-

ive initial CO 2 saturation prior to imbibition, a.k.a. the turning point

aturation. In Eq. (7) , 𝑆 

∗ 
𝑛𝑤,𝑚 

is computed using a linear trapping rela-

ionship, which is defined in Eq. (8) , where A p is the pore-scale linear

rapping coefficient and 𝑆 

∗ 
𝑛𝑤,𝑟 

is the effective residual nonwetting phase

aturation. Finally, Eq. (9) shows how the effective nonwetting phase

aturation is computed. Instead of using the linear trapping relationship

o calculate 𝑆 

∗ 
𝑛𝑤,𝑚 

, it is also possible to use the Land trapping relation-

hip, as shown in Eqs. (10) to (12) , where C p is the pore-scale Land
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Fig. 1. Illustration showing heterogeneous sat- 

uration for both drainage and imbibition when 

at capillary equilibrium for two voxels with dif- 

ferent permeability values. A: Capillary pres- 

sure curves; Pc: capillary pressure; Sw: water 

saturation. The arrows indicate the direction of 

capillary pressure change. Pc, max: The maxi- 

mum Pc reached during the MP simulation. B, 

C: CO 2 saturation values at different Pc steps 

during both drainage and imbibition. 

Fig. 2. Illustration of the voxel-level capillary pressure model 

for both drainage and imbibition when Ps = 0. Left: linear trap- 

ping model. Right: Land trapping model. Dashed lines are im- 

bibition hysteretic scanning curves. 
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rapping coefficient ( Jackson et al., 2020 ; Land, 1968 ; Pini and Ben-

on, 2017 ). The illustration for the voxel-level capillary pressure curves

s shown in Fig. 2 . Fig. 2 also shows the differences between the capil-

ary pressure models computed with the two different trapping models.

he selection of the voxel-level residual trapping model determines the

mount of pore-scale residual trapping there exists in the voxel at differ-

nt capillary pressure values, and will therefore affect the final domain

esidual trapping amount simulated. 

 

∗ 
𝑛𝑤,𝑚 

= 

1 
2 

( 

−Δ + 

√ 

Δ2 − 

4Δ
𝐶 𝑝 

) 

(10)

= 𝑆 

∗ 
𝑛𝑤,𝑟 

− 𝑆 

∗ 
𝑛𝑤 

(11)

 

∗ 
𝑛𝑤,𝑟 

= 

𝑆 

∗ 
𝑛𝑤,𝑖 

1 + 𝐶 𝑝 𝑆 

∗ 
𝑛𝑤,𝑖 

(12)

.2. Simulation procedure 

There are three main steps in the MP simulation procedure as illus-

rated in the workflow chart in Fig. 3: 1) assign simulation input values,

) conduct the drainage process, and 3) conduct the imbibition process.

reviously Section 2.1 has introduced the voxel-level inputs required

nd how pore-scale residual trapping is accounted for by incorporating

ysteresis into the voxel-level input model. The current section will fo-

us on the two-phase flow rules implemented to carry out the drainage

nd imbibition processes, as well as the macroscopic trapping rules used

o account for capillary heterogeneity trapping. For a detailed descrip-

ion of the MP simulation code, see supplementary material. 

.2.1. Drainage 

A nonzero pressure is imposed on the nonwetting phase to initiate the

rainage displacement process. Because there is essentially no viscous

ressure gradient, the externally imposed non-wetting phase pressure
4 
s directly equal to the capillary pressure between the two fluids. And

ecause all voxels are at capillary equilibrium, the whole grid there-

ore has the same capillary pressure everywhere that is equal to the

xternally imposed nonwetting phase pressure ( Ioannidis et al., 1996 ).

or these simulations, the externally imposed nonwetting phase pres-

ure is increased from 0 to a maximum value in small pressure incre-

ents of ≈100 Pa to model the drainage process in which CO 2 invades

he fully water-saturated grid. During drainage, for strongly water-wet

orous media, under capillary dominated flow regimes, the nonwetting

hase cannot enter the domain unless the capillary entry pressure is

vercome. Therefore, invasion percolation algorithm is used to simu-

ate the drainage process. This results in a distinct CO 2 invasion front as

hown in Fig. 4 ( Ioannidis et al., 1996 ; Kueper and McWhorter, 1992 ;

ilkinson and Willemsen, 1983 ). As shown in the workflow chart in

ig. 3 , at each pressure step, the simulator examines which voxels on

he CO 2 invasion front have capillary entry pressures lower than the cur-

ently imposed pressure, and will invade those voxels if that is the case.

hen the CO 2 saturation values of the invaded voxels are computed us-

ng the capillary pressure functions defined for each voxel ( Kueper and

cWhorter, 1992 ). Therefore, the front can only advance through the

omain if the capillary pressure is greater than the entry pressure of the

oxels downstream of the invasion front. 

.2.2. Imbibition 

After the drainage process is complete, the imposed pressure is

hen reduced in the same number of pressure steps from the maximum

rainage capillary pressure back to 0 to model the imbibition process in

hich water displaces CO 2 . The imbibition process is terminated when

he CO 2 saturation field reaches a constant value because the remaining

O 2 is trapped. We assume that water can flow throughout the entire do-

ain in grain-coating films for strongly water-wet porous media. There-

ore, an ordinary percolation algorithm is suitable to model imbibition

t the continuum scale because it allows water to get access to the whole

omain at any capillary pressure. As a consequence, no water imbibition
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Fig. 3. MP simulation workflow chart. Both gravity and CO 2 capillary heterogeneity trapping are turned on in this illustration. 

Fig. 4. Drainage simulation schematic shown for a low capillary pressure value: 

CO 2 invades from the inlet in an invasion percolation style. Note that the CO 2 

invaded region has a single capillary pressure value of some finite value greater 

than zero, and the water saturated region has a single capillary pressure value 

of zero. 
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5 
ront is observable, as demonstrated in Fig. 5 ( Ioannidis et al., 1996 ).

hen no capillary heterogeneity trapping is accounted for, the satu-

ation of each voxel is simply calculated according to the individually

efined voxel-level imbibition hysteretic capillary pressure functions at

ach pressure step. 

.2.3. Implementation of capillary heterogeneity trapping 

During MP drainage simulation, because it is assumed that water

ominantly flows in films, no water capillary heterogeneity trapping

y CO 2 invasion is imposed. The justification for this simulation choice

s that water flowing in films means that the wetting phase is always

ontinuous in the domain so CO 2 should not be able to disconnect any

ortion of water from the continuous water phase at any capillary pres-

ure. Therefore, given a high enough capillary pressure, CO 2 is capable

f invading all voxels to the irreducible water saturation as shown in

ig. 6 (left). 
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Fig. 5. Imbibition simulation schematic shown for a high capillary pressure 

value: water imbibes from the inlet in an ordinary percolation style. 

Fig. 6. Trapping schematic shown for drainage at a high maximum capillary 

pressure value (left): CO 2 invades the whole grid at the end of drainage; trap- 

ping schematic shown for imbibition (right): CO 2 trapped by macroscopic trap- 

ping rules at the end of imbibition is shown by the CO 2 filled orange voxels 

surrounded by water-filled blue voxels. 
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During MP imbibition simulation, while CO 2 pore-scale trapping is

aptured by hysteresis in the voxel-level capillary pressure curves, in or-

er to capture CO 2 capillary heterogeneity trapping caused by mesoscale

eterogeneity, two macroscopic trapping rules are implemented. The

rst imbibition macroscopic trapping rule states that when a group of

oxels is completely surrounded by neighboring voxels at their voxel-

evel residual saturation then this group of voxels is determined to be

acroscopically trapped by the capillary heterogeneity trapping mech-

nism. The CO 2 saturation value of the macroscopically trapped vox-

ls can no longer change with decreasing capillary pressure, as shown

n Fig. 6 (right) ( Ioannidis et al., 1996 ; Kueper and McWhorter, 1992 ;

ortsos et al., 1993 ). With this trapping rule, CO 2 tends to be trapped

n higher permeability regions, which have lower capillary entry pres-

ure and are surrounded by lower permeability regions, which require

igher capillary entry pressure to enter. 

With only the first macroscopic trapping rule applied, the match in

oxel-level CO 2 saturation between MP and full-physics simulation re-

ults is good for a low degree of heterogeneity, but at a high degree of

eterogeneity, MP simulation consistently underestimates the trapped

O 2 saturation. Therefore, a second macroscopic trapping rule needs to

e applied. This second rule states that all voxels are macroscopically

rapped when the domain capillary pressure value drops below the imbi-

ition snap-off capillary pressure. This is because at or below this snap-

ff capillary pressure value, CO 2 is no longer a continuous phase and

hould not be able to flow. As shown in the workflow chart in Fig. 3 ,

ith both macroscopic trapping rules applied, now for imbibition, it is

ecessary to first check whether the current capillary pressure is high

nough and whether the voxels are macroscopically trapped before pro-

eeding. 

After the imbibition process is finished, simulation of a single pri-

ary drainage and secondary imbibition cycle is now complete. The

omain effective CO saturation can then be calculated at each pres-
2 

6 
ure step and the domain effective capillary pressure curves for both

rainage and imbibition can be obtained. By convention, capillary pres-

ure graphs show the difference in pressure between the two contin-

ous immiscible phases plotted against water saturation, because this

s the only capillary pressure that is measurable in Darcy-scale lab

xperiments. In the MP simulation case, this would be equivalent to

lotting the externally imposed pressure against the water saturation

 Ioannidis et al., 1996 ; Yortsos et al., 1993 ). However, it is worth not-

ng that the externally imposed pressure (capillary pressure of the con-

inuous phases) is not simply equal to the average capillary pressure

f the grid (simple arithmetic average of voxel-level capillary pressure

alues at each effective water saturation). This is especially the case be-

ore CO 2 percolation during drainage and when there is CO 2 capillary

eterogeneity trapping during imbibition. 

.2.4. Implementation of gravity in the MP simulator 

The MP simulator is capable of incorporating gravity forces by im-

osing capillary-gravity equilibrium. When the domain size is small,

ravity effects are much smaller than capillary effects and can be ig-

ored. However, for large domain sizes such as the field scale, it is im-

ortant to consider gravity forces. When gravity forces are ignored, the

P simulator does not require specifying the exact size of the voxel.

owever, when gravity forces are considered, the voxel size in the verti-

al z direction does need to be supplied for the MP simulator to calculate

he difference in hydrostatic head between voxel pairs. 

When gravity forces are not added, the imposed capillary pressure

 c,imposed of the whole domain is 

 𝑐, 𝑖𝑚𝑝𝑜𝑠𝑒𝑑 = 𝑃 𝐶 𝑂 2 
− 𝑃 𝑤 (13)

here 𝑃 𝐶 𝑂 2 and P w are the pressure in the CO 2 and the water phase

espectively. When gravity forces are included in the model, there exists

 hydrostatic pressure gradient in both the CO 2 and the water phase as

hown in Fig. 7 A. The capillary pressure of the domain can then be

omputed as follows ( Ioannidis et al., 1996 ). 

 𝑐,𝑑𝑧 =0 = 𝑃 𝐶 𝑂 2 ,𝑑𝑧 =0 − 𝑃 𝑤,𝑑𝑧 =0 = 𝑃 𝑐,𝑖𝑚𝑝𝑜𝑠𝑒𝑑 (14)

 𝑐,𝑑𝑧 = 𝑃 𝐶 𝑂 2 ,𝑑𝑧 
− 𝑃 𝑤,𝑑𝑧 = 𝑃 𝑐,𝑖𝑚𝑝𝑜𝑠𝑒𝑑 − Δ𝜌𝑔𝑑𝑧 (15)

Gravity forces are calculated as Δ𝜌gdz , where Δ𝜌 is the density dif-

erence between the two fluids (water and CO 2 ), g is the gravitational

cceleration, and dz is the relative depth defined as 0 at the top of the

omain and increases to the maximum value at the bottom of the do-

ain as shown in Fig. 7 A. From Eqs. (14) and (15) , it is apparent that

hen gravity forces are present, the effective capillary pressure value

ecreases with the depth dz in the domain. With gravity forces added,

ow a voxel can only be invaded during drainage when the currently

mposed domain capillary pressure is greater than the capillary entry

ressure of the current voxel and the gravity forces combined as shown

n Eq. (16) . 

 𝑐,𝑑𝑧 > 𝑃 𝑒,𝑣𝑜𝑥𝑒𝑙 , or equivalently , 𝑃 𝑐,𝑖𝑚𝑝𝑜𝑠𝑒𝑑 > 𝑃 𝑒,𝑣𝑜𝑥𝑒𝑙 + Δ𝜌𝑔𝑑𝑧 (16)

Fig. 7 B and C show the capillary pressure values needed to in-

ade each voxel in a realistic reservoir slice domain with and without

ravity forces added. Details of this domain will be presented later in

ection 2.3.3 . For an invading fluid (CO 2 ) that is lighter than the de-

ending fluid (water), gravity forces hinder downward fluid invasion

 Ioannidis et al., 1996 ). This can be clearly seen by comparing the two

raphs, as much higher pressure is needed in order to invade deeper

oxels. 

.3. Simulation input data 

This section provides the values used for the voxel-level inputs and

xplains the two sets of simulation cases run with the MP simulator. The

rst set of MP simulation cases is run to obtain the domain-specific CO 
2 
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Fig. 7. Gravity forces illustrations. A: Capillary-gravity equi- 

librium computation illustration showing the CO 2 phase mi- 

grating into the MP simulation domain from the left edge. dz: 

relative depth. P: pressure. 𝜌: density. Color: hydrostatic pres- 

sure gradient. B: Capillary entry pressure map of a realistic 

reservoir slice. C: Voxel invasion pressure map that combines 

the voxel entry pressure and the hydrostatic pressure gradient 

on the same reservoir slice. 

Table 1 

Values of voxel-level input parameters. 

Parameter Value 

Core average porosity 𝜑 avg 0.19 

Voxel-level porosity 𝜑 i 0.19 

Mean permeability k avg 300 md 

Irreducible water saturation S wi 0.06 

Pore size distribution index 𝜆 0.85 

CO 2 /water capillary entry pressure P e for the Brooks-Corey model for mean permeability 5.1 kPa 

Pore-scale linear trapping coefficient A p 0.46 

Normalized pore-scale Land trapping coefficient C p 1.3 

Snap-off capillary pressure P s P e 
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esidual trapping abilities for different types and degrees of mesoscale

eterogeneity. The second set is run on a realistic vertical reservoir slice

o demonstrate how the MP simulator can be applied at the field scale. 

In order to ensure that saturation is sufficiently uniform within a

oxel to be represented by a single value, both viscous and gravity forces

eed to be small relative to capillary forces within the voxel. Therefore,

he voxel size cannot be arbitrary and needs to be small enough to en-

ure that the MP simulation assumptions are valid. While viscous forces

ainly act on CO 2 in the horizontal direction in a vertical well injec-

ion scenario, gravity forces only act on CO 2 in the vertical direction.

herefore, we would expect the magnitude of the viscous forces to limit

he size of the voxel in the horizontal direction and the magnitude of

he gravity forces to limit the size of the voxel in the vertical direction.

he voxel size selected for the core-scale analysis is 2 mm, which is well

elow the voxel size limit at which viscous forces ( kP e / 𝜇v ≈ 0.3 m) and

ravity forces ( P e / Δ𝜌g ≈ 0.7 m) surpass capillary forces ( Ioannidis et al.,

996 ). The voxel size selected for the field-scale analysis is 1 m in the

orizontal direction and 5 cm in the vertical direction. While the ver-

ical voxel size is well within the limit of 1.3 m, the horizontal voxel

ize limit varies between 0.8 m and 1400 m largely depending on the

ow rate v chosen. Even so, the horizontal voxel size is approximately

t the strictest limit of 0.8 m. With this field-scale voxel size, the macro-

copic Bond number ( Δ𝜌gl / P e,d ) is 10 − 2 , where l is the voxel height,

nd P e,d is the domain effective entry (breakthrough) capillary pressure

 Ioannidis et al., 1996 ). See supplementary material for calculation de-

ails. 

.3.1. Voxel-level input data 

In order to use the Leverett J-function scaling relationship to assign

oxel-level capillary pressure curves as inputs into the MP simulator,

oxel-level porosity and permeability values need to be specified. For

his study, a constant porosity value is assigned to all the voxels for sim-

licity as is done in Li and Benson (2015) . Table 1 shows the voxel-level

nput parameter values used. The values for the various input parame-

ers are based on the average Berea sandstone experimental data pub-
7 
ished by Krevor et al. (2012) and Ni et al. (2019) . One exception is the

ore-scale linear trapping coefficient, A p . 

In order to obtain a sandstone rock’s residual trapping characteris-

ics, coreflooding experiments need to be conducted, upon the results of

hich, empirical trapping relationships such as the linear or the Land

odels are fitted. Due to the fact that the medical CT scanners do not

rovide micron-level resolution, it is not possible to directly differenti-

te between pore-scale and mesoscale residual trapping mechanisms.

onsequently, the experimental residual trapping models capture all

esidual trapping regardless of the underlying trapping mechanisms. The

P simulation addresses this challenge by explicitly simulating the two

esidual trapping mechanisms separately. Because the macroscopic trap-

ing rules separately account for capillary heterogeneity trapping, the

rapping model for voxel-level hysteresis should strictly capture only

ore-scale residual trapping. A p is the coefficient in the linear trapping

odel defined in Eq. (8) , and Ni et al. (2019) have used an extrapola-

ion method to infer the A p value on a set of diverse coreflooding data.

herefore, the resulting value of A p = 0.46 is used as the input in the MP

imulation model for voxel-level hysteresis. Just like the P s parameter,

his input A p value significantly affects the MP residual trapping simu-

ation results. Therefore, a sensitivity study on the value of this input

arameter can be found in Appendix A. 

.3.2. Trapping ability simulation input data 

We can employ the MP simulator to quickly obtain post-imbibition

O 2 residual trapping ability for different types of domains by turn-

ng on capillary heterogeneity trapping. All simulation cases in this

ection have 3D cubic domains the size of 10 × 10 × 10 voxels with

rtificially generated permeability fields. The voxel size used is 2 mm

2 mm × 2 mm, which is greater than the representative elementary vol-

me scale ( Jackson et al., 2020 ; Pini and Madonna, 2016 ). Because the

omain size is small, gravity forces do not have a significant influence

nd are turned off for this set of simulation cases. The inlet face is to the

eft and the outlet face is to the right. The permeability fields used can be

ompletely random or homogeneous except for a downstream low per-
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Fig. 8. Illustration of the four types of domains investigated: the perfect barrier 

case, the leaky barrier case, the multilayer barrier case, and the random domain 

case. 
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eability barrier, as shown in Fig. 8 . The random permeability fields are

ncorrelated with a lognormal distribution. For the random permeabil-

ty fields, the permeability value for each voxel is randomly generated

rom a normal distribution with a specified mean and standard devia-

ion. An increasing standard deviation represents an increasing spread of

he permeability values and this in turn represents an increasing degree

f mesoscale heterogeneity. After a normal distribution is obtained, the

alues are exponentiated in order to get lognormally distributed perme-

bility values. For the permeability fields with barriers, there are three

ypes of barriers that are investigated. The perfect barrier type has a

ingle layer of voxels with homogeneous, low permeability values. The

eaky barrier type has a “hole ” the size of a single voxel in the upper

orner of its barrier, and is otherwise identical to the perfect barrier.

inally, the multilayer barrier type has two layers of barrier voxels with

ognormally distributed uncorrelated random low permeability values

ith a standard deviation (std(ln(k))) of 0.5. 

For random domains, we want to investigate how increasing the de-

ree of heterogeneity affects the domain effective linear trapping coef-

cient, A d . So ten random domains with different values of std(ln(k))

anging from 0 to 5 are used, where 5 represents an extremely high de-

ree of mesoscale heterogeneity. For barrier domains, we want to inves-

igate how increasing the permeability contrast between the upstream

omain and the downstream capillary barrier affects A d . So eleven bar-

ier domains with different values of the downstream low permeability

arrier are used. A fifth type of domain with an extremely high degree

f heterogeneity is also examined. For the extreme cases, we position

 layers of homogeneous barrier downstream. The permeability values

f the extreme case barriers are quite low. Note that the input mean or

pstream domain permeability into the simulation is always at 300 md

or every case. 

Previously in literature, it has been assumed that the capillary dom-

nated residual trapping relationship for a certain rock type does not

hange across scales and it is considered an intrinsic property of the

orous medium itself ( Al-Menhali and Krevor, 2016 ; Krevor et al., 2015 ;

iu et al., 2015 ; Pini and Krevor, 2019 ). In order to examine whether

he initial-residual saturation (IR) curves are truly scale invariant, for

very case in this section, we run twenty MP simulations with different

aximum drainage capillary pressure values. Then the linear and Land

rapping coefficients computed from the domain averaged initial and

esidual CO 2 saturation values are plotted on a single IR plot. We can

hen compare this domain-level trapping relationship with the voxel-

evel trapping relationship. All model parameter values covered in this

ection are shown in detail in Table 2 . 

.3.3. Field-scale simulation input data 

The MP simulator is applied to a realistic vertical reservoir slice do-

ain to predict both post-drainage and post-imbibition CO saturation.
2 

8 
he reservoir slice is extracted from parasequence-1 of the Paaratte for-

ation at the Otway site in Australia in between well CRC2 and CRC3

 Mishra et al., 2020 , 2019 ). The Paaratte sandstone formation is a saline

quifer ( Pevzner et al., 2013 ). At a depth of 1500 m, the temperature is

0 °C and the pressure is 15 MPa. The dimension of the model is 40 m

ertically and 760 m horizontally. The voxel size is 1 m × 1 m × 5 cm

ith 5 cm as the resolution in the vertical direction. Realistic porosity,

ermeability, rock type, and facies values have been assigned to the vox-

ls in the model to best represent the true properties of the geological

ormation ( Mishra et al., 2020 , 2019 ). The depositional facies and rock

ype maps generated are constrained by log data of the two wells present

ear the two ends of the domain. Therefore the layer thicknesses in the

ertical direction are set, ranging from a few centimeters to 5–8 m for

ifferent facies. Different variograms have been derived for different fa-

ies, and these facies therefore each has a different correlation length in

he horizontal direction, ranging from 200–300 m to over a kilometer.

orosity and permeability values are correlated, and are both associated

ith the facies and rock types assigned. For more details about how

he field-scale model is generated, see Mishra et al. (2020 , 2019) and

ance et al. (2019) . 

For the current study, we use a modified version of the aforemen-

ioned vertical reservoir slice domain by applying the following simpli-

cations. We choose to ignore the dip angle of 4° in the formation and

elect only the top 10 m of the domain, which includes roughly 150,000

oxels. The porosity and horizontal permeability maps for the simula-

ion domain are shown in Fig. 9 . The domain has an average porosity of

.21 and a geometric permeability average of 37 md. It can be clearly

een that this is a highly heterogeneous domain, with an std(ln(k)) value

f 2.8. The resulting pressure required to invade the voxels in this do-

ain with or without gravity present is shown in Fig. 7 B and C. The

apillary pressure curve for each voxel is calculated using the Leverett J-

unction scaling relationship in Eqs. (1) –(4) with the properties for k avg ,

, and Pe provided in Table 1 . Anisotropy in the permeability field is dis-

egarded and only the horizontal permeability values are used. Finally,

he density of water and CO 2 are uniform throughout the domain based

n a temperature of 60 °C and a pressure of 15 MPa ( 𝜌w = 989.60 kg/m 

3 

nd 𝜌𝐶 𝑂 2 = 604.09 kg/m 

3 ( Lemmon et al., 2018 )). 

Gravity forces are included for this field-scale simulation case. With

ravity, the externally imposed capillary pressure value is the greatest

t the top layer of the model and reduces with increasing depth for CO 2 

rainage and water imbibition. A maximum capillary pressure value of

5 kPa during drainage is selected. This value is selected such that the

omain reaches post-drainage CO 2 saturation values observed from full

hysics simulations of CO 2 injection at flow rates typical for field-scale

rojects. 

For MP simulation boundary conditions, the inlet is the left edge and

he outlet is the right edge. Because viscous forces are the strongest at the

njection well and reduce rapidly away from the well ( Dance et al., 2019 ;

ovorka et al., 2006 ; Meckel and Bryant, 2014 ), the MP simulator is best

pplied to domains some distance away from the injection well where

ow rates are low enough that capillary and gravity forces dominate

 Celia et al., 2015 ; Meckel et al., 2015 ). Table 3 summarizes all the

odel parameter values for this field-scale domain. 

. MP simulation results and discussion 

There are two major parts to the results. The first part of this section

hows and discusses the CO 2 residual trapping ability simulation results

or the four different types of synthetic cube domains. The second part

f this section applies the MP simulator to a realistic fine-grid vertical

eservoir slice domain. 

.1. Trapping ability simulation results 

Before we report the trapping abilities for the different types of per-

eability fields, we first turn our attention to the difference between
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Table 2 

Values of all model input parameters for the different cases of synthetic cube domains. 

Perfect barrier case Leaky barrier case Multilayer barrier case Random domain case Perfect-extreme barrier 

case 

Domain size 10 × 10 × 10 voxels 

Voxel size 2 mm × 2 mm × 2 mm 

Gravity forces Off

Flow direction Left to right 

Number of downstream 

barrier layers 

1 1 2 0 5 

Barrier permeability mean {250, 200, 150, 100, 60, 30, 10, 3, 0.3, 0.01, 0.001} md – {0.3, 0.01, 0.001} md 

Barrier std(ln(k)) – – 0.5 {0, 0.35, 0.5, 0.75, 1, 

1.5, 2, 2.5, 3, 5} 

–

MP simulation maximum 

drainage capillary pressure 

{1000, 2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000, 1e4, 1.1e4, 1.2e4, 1.5e4, 2e4, 3e4, 4e4, 5e4, 1e5, 2e5, 1e6} Pa 

Fig. 9. Porosity and permeability maps for the 

vertical reservoir slice. 

Table 3 

Summary of the model parameter values for the case of field-scale domain. 

Model parameter Parameter value 

Domain size 760 m × 1 m × 10 m 

Voxel size 1 m × 1 m × 5 cm 

Gravity forces On 

Formation top depth 1500 m 

Formation temperature 60 °C 

Formation pressure 15 MPa 

Average porosity 0.21 

Permeability geometric mean 37 md 

Permeability std(ln(k)) 2.8 

Water density 989.60 kg/m 

3 

CO 2 density 604.09 kg/m 

3 

MP simulation maximum drainage capillary pressure 35 kPa 

Flow direction Left to right 
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e  
he voxel-level and the domain-level residual trapping relationships as

hown in Fig. 10 . Fig. 10 displays the voxel-level and domain-level IR

lots with different voxel-level trapping models for the same domain

hat has uncorrelated random permeability values. Here the voxel-level

R plot is obtained by simulating a single primary drainage/imbibition

ycle and plotting the voxel-level IR values, whereas the domain-level

R plot is obtained by simulating repeated primary drainage/imbibition

ycles and plotting the domain effective IR values. 

From the voxel-level IR plots, in the case when P s is nonzero, it

an be seen that voxels with low initial CO 2 saturation ( < 0.4) follow

he input voxel-level trapping relationships (P s = 0), and voxels with

igh initial CO 2 saturation ( > 0.4) display capillary heterogeneity trap-

ing behaviors that diverge from the input voxel-level trapping rela-

ionships. The permeability of the voxels at which this apparent “bend ”

ccurs is approximately at the domain median permeability value. Sim-

lar voxel-level IR results can also be found in full-physics coreflooding

imulations conducted by Jackson and Krevor (2019) . The reason for

his kind of trapping behavior is as follows. Low permeability voxels,

ccording to the Leverett-J scaling relationship, will have voxel-level

apillary pressure curves with high capillary entry pressure. This means

hat in the post-drainage CO saturation field at capillary equilibrium,
2 

9 
hese low permeability voxels will have low initial CO 2 saturation. Then

uring the MP imbibition simulation process as the domain capillary

ressure decreases, these low permeability voxels will reach their pore-

cale residual trapping amount first and get frozen. As the imbibition

apillary pressure keeps dropping, only after the domain already con-

ains frozen voxels can other higher permeability voxels have a chance of

een macroscopically trapped. As a consequence, capillary heterogene-

ty trapping behavior occurs only in higher permeability voxels, which

ave low capillary entry pressures and high drainage CO 2 saturations. 

From the domain-level IR plots, it can be seen that with the linear

rapping model as the voxel-level input, the macroscopic trapping rules

ause the domain-level IR curve to deviate from the linear trapping

odel and follow a double linear model. A linear trapping relation-

hip similar to the double linear model shown here has been reported

n a water-wet limestone using the porous plate experimental method

 Tanino and Blunt, 2013 ). This double linear trapping model is a di-

ect consequence of the first macroscopic trapping rule implemented.

he effect of this trapping rule is such that if imbibition proceeds before

O 2 drainage has percolated the domain (reached the outlet), then any

O 2 present in the domain will be 100% trapped at the end of imbibi-

ion. Such trapping behavior is realistic and has been observed in sand

ank experiments ( Trevisan et al., 2017b ). Only after CO 2 drainage has

ercolated the domain can the effect of the pore-scale residual trapping

odel be seen at the domain level after imbibition. 

Fig. 10 clearly shows that regardless of the type of voxel-level trap-

ing model implemented, there are significant differences between the

nput voxel-level trapping model and the larger-scale domain effective

rapping relationship. This MP simulation result shows that residual

rapping relationships are not scale invariant when capillary hetero-

eneity trapping is present. 

In order to investigate how residual trapping abilities vary with dif-

erent types and degrees of mesoscale heterogeneity, MP simulations are

un on four types of permeability fields with varying degrees of hetero-

eneity or matrix-barrier permeability contrast. In order to measure the

inear trapping coefficient for any domain more accurately, the fitted

east square linear regression values are reported in this section. How-

ver, note that with this fitting, the linear residual trapping ability will
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Fig. 10. Voxel-level (top row) and domain-level (bottom row) 

IR plots for the same random domain case with std(ln(k)) = 1 
with two different voxel-level input trapping models: Left: Lin- 

ear trapping model. Right: Land trapping model. Black diago- 

nal line: 100% trapping line. The color scale in the voxel-level 

IR plots is the natural log of the permeability field. The red 

lines in the domain-level IR plots are fitted trapping models, 

and the black dashed lines are the pore-scale input trapping 

models. 

Fig. 11. All MP simulation results for the trapping ability simulation cases and previous experimental results with different voxel-level input trapping model: A: 

linear trapping model; B: Land trapping model ( Krevor et al., 2012 , 2011 ; Ni et al., 2019 ; Reynolds et al., 2018 ). Images of the permeability fields of the different 

synthetic cube domains are shown at the top. Refer to Section 2.3.2 for a detailed description of the different heterogeneous models. 
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e underestimated when the initial saturation is low and overestimated

hen the initial saturation is high. 

Fig. 11 shows all simulation results with two different voxel-level

nput residual trapping models, the linear trapping model in A and the

and trapping model in B. From Fig. 11 A, we can see that other than

he leaky barrier case, the domain effective linear trapping coefficient,

 d , increases with the degree of mesoscale heterogeneity represented by

he maximum standard deviation in the drainage CO 2 saturation fields,

𝑡 𝑑 𝑚𝑎𝑥 ( 𝑆 𝐶 𝑂 2 
) . This simulation result is consistent with the experimental

esults shown in black dots. This result is also consistent with simulation
10 
esults in the literature, that under capillary dominated flow regimes,

ore oil capillary heterogeneity trapping can be achieved in water-wet

ocks with increasing permeability contrasts for cross-lamination flow

 Corbett et al., 1992 ). However, unlike previously assumed, the rela-

ionship between A d and 𝑠𝑡 𝑑 𝑚𝑎𝑥 ( 𝑆 𝐶 𝑂 2 
) appears to be nonlinear and de-

endent on the structure of the heterogeneity field. For the multilayer

arrier case, no extra capillary heterogeneity trapping can be achieved

t low degrees of heterogeneity. Yet as the degree of heterogeneity in-

reases, the multilayer barrier domain has a similar shape with the per-

ect barrier case and it is also the case that best fits the experimental
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Fig. 12. The CO 2 saturation maps of six capil- 

lary pressure steps taken during drainage and 

imbibition. A – D: drainage. D: drainage end 

state reached at the maximum capillary pres- 

sure. E: imbibition end state with capillary het- 

erogeneity trapping. F: imbibition end state 

with no capillary heterogeneity trapping. 
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ata. For the leaky barrier case, it is clear that when the capillary bar-

ier is leaky, no capillary heterogeneity trapping can be achieved even

t a high degree of heterogeneity. As shown in Fig. 11 B, similar trends

n the residual trapping results can be obtained when the voxel-level

nput trapping model changes from the linear to the Land model. 

The simulation results from these four different types of domains

ave demonstrated that although these domains can have the same de-

ree of mesoscale heterogeneity by this simple standard deviation mea-

ure, the actual residual trapping ability value is highly heterogeneity

ependent. Good capillary barriers can achieve a much higher residual

rapping ability at a lower degree of heterogeneity than an uncorrelated

andom domain. A good fit of the multilayer barrier case to the majority

f the experimental data also suggests that some sandstone rock samples

sed here may in fact be mostly homogeneous with just a few capillary

arriers to be able to achieve a high amount of capillary heterogeneity

rapping. Numerical values of the data used in Fig. 11 can be found in

upplementary material. 

However, we notice that there is one experimental data point shown

n Fig. 11 with an extremely high degree of heterogeneity that cannot be

imulated by the aforementioned four types of domains. For the random

omains, std(ln(k)) = 5 already represents an extremely high degree of

eterogeneity and further increases in std(ln(k)) are possible but not re-

listic. For the barrier domains, reducing the barrier permeability below

.01 md no longer increases the degree of heterogeneity value measured

y the parameter 𝑠𝑡 𝑑 𝑚𝑎𝑥 ( 𝑆 𝐶 𝑂 2 
) . In an effort to simulate the data point

ith an extremely high degree of heterogeneity, the fifth type of ex-

reme barrier cases is run. The results are close to the data point albeit

till being slightly less heterogeneous by the 𝑠𝑡 𝑑 𝑚𝑎𝑥 ( 𝑆 𝐶 𝑂 2 
) measure. 

Sensitivity analysis run with different values of the P s and the A p 

arameter show that although the resulting A d values do vary, the gen-

ral trends as shown in Fig. 11 remain the same. It is worth noting that
W  

11 
ven as we vary the two input parameters, the two domains with the

onleaky downstream barriers remain the most consistent with the ex-

erimental data points. This result indicates that real sandstone rocks

ehave more closely to the two nonleaky barrier domains than the ran-

om or the leaky barrier domains. For the sensitivity analysis results,

ee supplementary material. 

.2. Field-scale simulation results 

The results of the vertical slice MP simulation are shown in

igs. 12 and 13 . Fig. 12 shows the CO 2 saturation results of several

ressure steps taken during drainage and imbibition. Fig. 12 also shows

he end states for both drainage and imbibition with and without cap-

llary heterogeneity trapping. Fig. 13 shows the corresponding voxel-

evel capillary pressure curves for the two different imbibition end states

hown in Fig. 12 . 

From Fig. 12 , it can be seen that during drainage there exists a dis-

inct invasion front extending from the inlet on the left to the outlet on

he right as the domain capillary pressure increases. Similarly hetero-

eneous plume saturation caused by capillary heterogeneity have been

bserved in modeling studies by Jackson and Krevor (2020) . After the

O 2 plume percolates through the domain, CO 2 continues to invade

ore voxels as domain capillary pressure further increases and backfills

owards the lower parts of the domain in the presence of gravity. The

ackfilling would be more obvious if the maximum capillary pressure

alue reached during drainage is set higher. We can also see that no dis-

inct imbibition front is present as the domain capillary pressure drops

uring imbibition. The CO 2 plume in the domain becomes fully immobi-

ized when the externally imposed capillary pressure reduces to 24 kPa

hen capillary heterogeneity trapping is included as shown in Fig. 12 E.

ith capillary heterogeneity trapping excluded, the plume continues to
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Fig. 13. Capillary pressure simulation results 

for a subset of the voxels in the field scale MP 

simulation. Left: With capillary heterogeneity 

trapping. Right: With no capillary heterogene- 

ity trapping. Red lines: every 1000th voxel- 

level drainage curves. Blue lines: every 1000th 

voxel-level imbibition curves. 
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igrate until the externally imposed capillary pressure reduces to the

mbibition snap-off value of 5 kPa as shown in Fig. 12 F. 

When the end state is reached after drainage in Fig. 12 D, we can see

hat the post-drainage CO 2 saturation at some regions can be as high as

.8, although the majority of invaded voxels have CO 2 saturation values

ower than 0.6. High CO 2 saturation values (0.6 – 0.8) in thin layers of

lume have been observed away from the injection well in field-scale

O 2 storage projects such as the Frio project (observation well 30 m

way) ( Hovorka et al., 2006 ; Krevor et al., 2015 ) and the Sleipner project

observation 100 – 500 m away) ( Chadwick et al., 2005 ). Whereas for

he Otway (Observation well 170 m away) ( Dance et al., 2019 ) and

he Nagaoka project (Observation wells 40 m and 60 m away) ( Mito

nd Xue, 2011 ; Sato et al., 2011 ), lower CO 2 saturation values ( ≤ 0.6)

way from the injection well have been reported. Permeability and the

egree of heterogeneity may have affected plume migration at different

ites. Both the Frio (2 – 4 d) ( Hovorka et al., 2006 ) and the Sleipner

 > 1 d) ( Eiken et al., 2011 ) sites have high permeability values, whereas

he Otway site has a large range of permeability values anywhere from

.001 md to 10 d ( Dance et al., 2019 ), and the Nagaoka site has rather

ow permeability values (0.5 – 12 md) ( Sato et al., 2011 ). Because the

ermeability of the vertical slice domain we are working with in this

tudy is relatively low, we would likely expect the post-drainage CO 2 

aturation to be low as well when measured away from the injection

ell. 

After imbibition, the CO 2 saturation map with capillary heterogene-

ty trapping is shown in Fig. 12 E. 79% of the initial CO 2 is trapped

s residual CO 2 saturation, comparing to 46% with pore-scale trapping

nly. Consequently, capillary heterogeneity trapping contributes 42%

o the total CO 2 volume that is residually trapped. By comparing the

esidual trapping results and capillary pressure curves with and with-

ut capillary heterogeneity trapping in Figs. 12 and 13 , it is clear that

ith macroscopic trapping rules applied, many voxels with high initial

O 2 saturation values now have high amounts of capillary heterogeneity

rapping, which would have escaped otherwise. 

. Conclusions 

An MP simulator has been developed to simulate CO 2 /water post-

rainage and post-imbibition CO 2 saturation distribution with capil-

ary heterogeneity trapping under capillary and gravity dominated flow

egimes. The MP simulator has been validated by a full-physics simula-

or, MRST, and can achieve a speedup of 10 to 100 times. An example of

ow the MP simulator can be applied to a field-scale vertical reservoir

lice has also been shown. From the MP simulation results, the following

onclusions can be drawn. 

• There are significant differences observed between the voxel-level

and the domain-level IR trapping relationships for heterogeneous
12 
rocks, suggesting that approaches such as the one described here

need to be taken in order to correctly compute the effective trapping

characteristics of a heterogeneous domain. 
• For uncorrelated random domains and for cases with downstream

capillary barrier layers that are nonleaky, post-imbibition capil-

lary heterogeneity trapping always increases with the degree of

mesoscale heterogeneity, which is consistent with previous ex-

perimental results, although the relationship between A d and

𝑠𝑡 𝑑 𝑚𝑎𝑥 ( 𝑆 𝐶 𝑂 2 
) is not linear as previously shown. 

• Even when the degrees of mesoscale heterogeneity are the same, the

spatial distribution of heterogeneity significantly affects the amount

of capillary heterogeneity trapping achieved. Domains with non-

leaky capillary barriers trap more than domains that are uncorre-

lated and random, which in turn trap more than domains with leaky

barriers. 
• The heterogeneity case with residual trapping abilities that best fit

the experimental data suggests that domains with few capillary bar-

riers and are otherwise homogenous can still achieve a significant

amount of capillary heterogeneity trapping. 

Overall, the simulation results presented in this study highlight the

enefits of having a higher degree of heterogeneity and good capillary

arriers at the mesoscale for increasing post-imbibition capillary hetero-

eneity trapping. 
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Supplementary material associated with this article can be found, in

he online version, at doi: 10.1016/j.advwatres.2021.103990 . 

ppendix A. Sensitivity of the residual trapping simulation 

esults 

Both the pore-scale trapping ability A p and the imbibition snap-off

apillary pressure P s have a large effect on the residual trapping amount

imulated. In the MP simulation, A p solely determines the amount of

esidual trapping that is caused by the pore-scale snap-off/bypass trap-

ing mechanism at the voxel level, and P s largely determines the amount

f residual trapping that is caused by the mesoscale capillary hetero-

eneity trapping mechanism at the domain level. In order to explore

he effect of A p and P s on residual trapping simulation results, a sensi-

ivity analysis is provided here. The residual trapping results for the four

ynthetic cube domains are shown in Fig. A1 . Sensitivity of the residual

rapping simulation results to the tessellation pattern and the grid size

s also discussed. 

Fig. A1A shows that other than the leaky barrier case, all the other

ases have their domain trapping ability A d increase linearly with the

 s value. The rate of increase differs depending on the type of hetero-

eneity of the domain. We can see that having a nonzero P s value is es-

ential for capturing any capillary heterogeneity trapping. Because the

eaky barrier case does not have a completely sealing capillary barrier,

t has no extra amount of capillary heterogeneity trapping regardless

f the value of P s and regardless of the degree of heterogeneity of the

omain, as we have previously discussed. Physically, P s determines the

oxel-level capillary pressure at which the pore-scale residual trapping

mount is reached. The higher the P s value, the sooner this particular

oxel will reach its pore-scale residual trapping amount and get frozen

uring the imbibition MP simulation. With more voxels frozen early

n during imbibition, the remaining voxels will have higher chances

f been macroscopically trapped, and therefore the domain is likely to

ave a greater amount of capillary heterogeneity trapping as a result. 

Fig. A1B shows that the A d value for all types of domains increases

inearly at different rates with the A p value. The leaky barrier case has

 unit slope, again indicating that no extra capillary heterogeneity trap-

ing can be achieved above the A p value. The results of this sensitivity

tudy have demonstrated that for any given domain with a reasonable

egree of heterogeneity, the A d value changes linearly with P s and A p . 

However, when a domain has an extremely high degree of hetero-

eneity, then the previous linear relationship between the input param-

ters P s , A p and the output A d value breaks down. This is because when

he barriers in the domain have extremely low permeability, no matter

ow the value of P s and A p changes, during imbibition the water phase

ould not have enough driving forces to push the CO 2 through the bar-

ier and therefore the A d value is always 1. For sensitivity analysis results

n highly heterogeneous domains, see supplementary material. 
ig. A1. Sensitivity of A d to the P s and the A p values for the four different kinds of sy

 e and ranges from 0 to 100% of the value of P e . A p = 0.46 for all cases in A. P s = P e f
alidation cases 3, 6, 7, and 8. Details about these cases can be found in Appendix B

13 
In the presence of spatial correlations, the coordination number

f the percolation lattice no longer affects the percolation threshold

 Ioannidis et al., 1996 ). In the current study, all the synthetic barrier do-

ains and the field-scale slice domains used have some kinds of spatial

orrelation present. The only domain without any spatial correlations is

he random synthetic domain case. For this particular case, it is true that

f other types of space-filling tessellation are chosen, the residual trap-

ing simulation results may be different. This is because the different

ercolation threshold values will affect at what initial CO 2 saturation

he CO 2 phase percolates the domain, which determines the point at

hich the domain-level IR plot starts deviating from the 100% trapping

ine. The coordination number also determines how easily a voxel can

e macroscopically trapped. Generally a smaller coordination number

romotes more macroscopic trapping. However, the general trapping

rends observed here should still remain valid regardless of the tessella-

ion chosen, that more heterogeneous domains will have more capillary

eterogeneity (macroscopic) trapping. 

To demonstrate the validity of the residual trapping results in

ig. 11 at larger domain sizes, extra MP simulation cases with the do-

ain size 100 × 100 × 100 voxels have also been run for all the four

ajor types of synthetic cube domains. For the random, perfect barrier,

nd the leaky barrier cases, the larger domain simulation results are

ighly similar to the results from the corresponding smaller domains.

he differences in the domain average linear trapping coefficient A d 

re all within 0.01. The only exception is the multilayer barrier case.

ecause the permeability value of its barrier voxels draws from a log-

ormal distribution, with just two layers of capillary barrier voxels and

 much larger barrier size, there is a much higher chance that certain

oxels on the barriers have similar permeability values as the upstream

atrix. As a consequence, the multilayer barrier acts like a leaky bar-

ier and no extra capillary heterogeneity trapping can be achieved in the

arger domain. Therefore, for the larger domain size of the multilayer

arrier case to achieve similar results as the smaller domain size, either

ore layers of capillary barriers need to be added, or the mean/standard

eviation of the barrier permeability values need to be reduced. 

ppendix B. Validation of the MP simulator 

In order to validate the MP simulation results, we compare with the

esults from a full-physics reservoir simulator, the MRST ( Lie, 2019 ).

he advantage of using MRST is that it is MATLAB-based so it is easy to

se and to visualize simulation results. Also, as the source code is open,

t allows fully customizable capillary pressure and relative permeability

nputs for both drainage and imbibition. Furthermore, it is easy to turn

ravity on or off. Because MRST is a full-physics simulator, some extra

nputs are necessary to specify a flow scenario. Note that we use the

wo-phase black oil simulator module, treating CO 2 as the oil phase and

ater as the water phase. The discretization used by the simulator is

 fully-implicit scheme with two-point flux approximation and single-
nthetic domains. The unit of P s is the percentage of the capillary entry pressure 

or all cases in B. The cases selected to represent the four domains are the MRST 

 and the supplementary material. 

https://doi.org/10.1016/j.advwatres.2021.103990
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Fig. B1. Illustration of the voxel-level relative permeability 

model for both drainage and imbibition. Left: the linear trap- 

ping model. Right: the Land trapping model. Dashed lines are 

imbibition hysteretic scanning curves. 
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Table B1 

Values of the additional input parameters used in the fluid model in 

MRST simulation ( Lemmon et al., 2018 ). 

Parameter Value 

Water viscosity 0.54854 cp 

CO 2 viscosity 0.023009 cp 

Water density 991.86 kg/m 

3 

CO 2 density 282.08 kg/m 

3 

Water relative permeability coefficient N w 2 

CO 2 drainage relative permeability coefficient N nw,D 2 

CO 2 imbibition relative permeability coefficient N nw,I 2 

𝑘  

𝑘  

𝑆
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t  
oint mobility upwind, identical in configuration to most commercially

vailable full-physics simulators. 

B.1 MRST validation inputs 

Ten simulation cases are run for validation. These cases have the

ame domain sizes as the previous trapping ability simulation cases.

mong the ten validation cases, several different parameters are var-

ed so that all simulation cases covered in the current study are val-

dated. The validation cases include the following, homogeneous do-

ains with different imbibition snap-off capillary pressure, P s (cases 1

nd 2); uncorrelated heterogeneous domains with an increasing degree

f heterogeneity (cases 3 and 4); a heterogeneous domain with a differ-

nt trapping model (case 5); heterogeneous domains with different types

f downstream capillary barrier (cases 6,7, and 8); an uncorrelated het-

rogeneous slice domain (case 9); finally, a homogeneous domain with

ravity forces added (case 10). Details of the input parameters for the

en validation cases are shown in supplementary material. 

Capillary heterogeneity trapping is included for all validation cases

n the MP simulator. In order to match MP simulation results to the full-

hysics simulation results, the maximum drainage capillary pressure for

P simulations is set to the median value of the resulting drainage cap-

llary pressure field obtained from running the full-physics simulation.

n order to minimize capillary end effects in MRST simulation, five slices

re added both at the inlet and the outlet. The extra slices have uniform

ore average properties. A constant flux boundary condition is applied

t the inlet and a constant pressure boundary condition of 1300 psia

s applied at the outlet. All other boundaries are no-flow boundaries.

O 2 and water fluid properties are taken at 50 °C and 1300 psia. Dur-

ng drainage 100% CO 2 is injected. During imbibition 100% water is

njected. A relatively high flow rate (5 mL/min) during drainage is used

o establish enough capillary pressure in the domain, and a very low flow

ate (0.01 mL/min) is used during imbibition to reach capillary domi-

ated flow regimes. To ensure steady state is reached and to check for

ersistence of the trapped CO 2 saturation, both drainage and imbibition

imulation are run for 50 PVI. For the single validation case involving

ravity, the voxel sizes are increased to 2 dm × 2 dm × 2 dm so that ob-

ious gravity effects are present. A low drainage flow rate (0.1 mL/min)

s used for this case to ensure that the domain capillary-gravity equi-

ibrium is established, and a higher imbibition flow rate (1 mL/min) is

sed to ensure full water sweep of the domain. 

The most important additional simulation input that MRST requires

ut MP simulator does not is relative permeability. For MRST simula-

ions, a single set of drainage relative permeability curves is used for

he entire domain. For the imbibition relative permeability curves, we

ssume that no hysteresis exists in the water relative permeability curve

or strongly water-wet sandstones ( Ruprecht et al., 2014 ). Hysteresis is

hen only present in the CO 2 relative permeability curve. Either the lin-

ar or the Land trapping model can be used to determine the hysteretic

O 2 scanning curves. The equations for the voxel-level relative perme-

bility model are shown in Eqs. (B1) to ( B4 ) ( Ruprecht et al., 2014 ),

 

𝐷, 𝐼 
𝑟,𝑤 

= 𝑆 

∗ 𝑁 𝑤 
𝑤 (B1)
14 
 

𝐷 
𝑟,𝑛𝑤 

= 

(
1 − 𝑆 

∗ 
𝑤 

)𝑁 𝑛𝑤,𝐷 (B2)

 

𝐼 
𝑟,𝑛𝑤 

= 

(
1 − �̂� 

∗ 
𝑤 

)𝑁 𝑛𝑤,𝐼 
(B3)

̂
 

∗ 
𝑤 
= 

𝑆 𝑤 − 𝑆 𝑤𝑖 

1 − 𝑆 𝑤𝑖 − 𝑆 𝑛𝑤,𝑟 

(B4) 

here k r,w is the wetting phase (water) relative permeability, k r,nw is

he nonwetting phase (CO 2 ) relative permeability, superscript and sub-

cript D represents drainage, and I represents imbibition. Eqs. (B1) to

 B4 ) show the commonly used power model relative permeability for

oth drainage and imbibition. Eq. (B4) calculates the imbibition effec-

ive water saturation �̂� 

∗ 
𝑤 

, where the S nw,r value can be obtained either

rom the linear trapping relationship ( Eq. (8) ) or the Land trapping re-

ationship ( Eq. (12) ). The illustration of the voxel-level relative perme-

bility curves is shown in Fig. B1 . Table B1 shows all the additional

nput parameter values used in the fluid model in MRST simulations.

ote that when the flow rate is low and the flow regime is strongly cap-

llary dominated, the exact shape of the relative permeability does not

ignificantly impact the final equilibrium saturation field as long as the

ndpoints are the same. We have varied both the water and the CO 2 

elative permeability coefficients from 2 to 5 during MRST imbibition

imulations. The resulting MRST domain average residual CO 2 satura-

ion values differ by 0.01 or less when compared to the corresponding

P values. 

One last simulation decision that deserves extra attention is the

hoice of whether to have hysteresis in only the capillary pressure

urves, only the relative permeability curves, or both. When hysteresis

s present only in capillary pressure, because CO 2 is always mobile ac-

ording to the relative permeability curves, eventually when steady state

s reached during imbibition after many PVI, all CO 2 saturation goes

o 0, with no residual trapping at all. When hysteresis is present only

n relative permeability, because CO 2 remains mobile until each voxel

eaches the residual saturation, saturation of the entire domain always

oes down to exactly the voxel-level residual CO 2 saturation amount,

ith no extra capillary heterogeneity trapping. Hence, the desired case

hat most accurately represents the actual fluid physics in reality would
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Fig. B2. Comparing MP and MRST simulation 

results for the first set of five validation cases. 

Row 1: MRST post-drainage CO 2 saturation 

maps. Row 2: MP post-drainage CO 2 saturation 

maps. Row 3: Scatter plots comparing goodness 

of match between the MP and MRST drainage 

results. Row 4 – 6: Same as Row 1 – 3 but for 

imbibition. 

Fig. B3. Comparing MP and MRST simulation 

results for the second set of five validation 

cases. For detailed description, see Figure B2 

caption. 
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e to have hysteresis present in both capillary pressure and relative per-

eability. And this is the case we run in MRST imbibition simulation to

alidate MP simulation results in this study. 

B.2 MRST validation results 

Ten different validation cases are simulated and the MP simula-

ion results are compared with the corresponding MRST simulation re-

ults here. All simulation results for the validation cases are shown in

igs. B2 and B3 . The numerical values for the validation results can be

ound in supplementary material. In general, the MP simulation runs 10

o 100 times faster than the equivalent MRST simulation. MRST needs

o take small time steps when the domain degree of heterogeneity is

igh or when the injection flow rate is low, and runs especially slowly

nder these circumstances as a result. Sometimes if the property field

s extremely heterogeneous and discontinuous, when combined with a

ow flow rate, MRST’s solver cannot converge no matter how much the

ime steps are cut. 

From Fig. B2 and Fig. B3 , it can be seen that the degree of match

etween the MP and the MRST simulation results is very good. The MP

nd MRST simulated saturation maps appear highly similar except the

ases where capillary gradients can be seen particularly in the MRST

ost-drainage results such as cases 1 and 2. The mismatch in domain

verage CO 2 saturation is at 0.01 or less for all cases for both drainage

nd imbibition results. From the scatter plots of the voxel-level CO 2 sat-

ration values in Figs. B2 and B3 , we can see that cases 1 to 5 have

lmost perfect matches for both drainage and imbibition. For cases 6 to

0, while the vast majority of the voxels do match up well, the MP sim-

lator tends to overestimate the CO 2 saturation at the end of drainage

or a small portion of the voxels at the outlet because the MP simula-

or does not simulate the capillary end effects that are present in the

RST results during drainage. As a consequence of the good match in

he CO 2 saturation fields, the estimated value for the domain effective

inear trapping coefficient, A d , from MP simulation is within 0.01 of the

RST values for all validation cases. 

From the results for cases 1 and 2 in Fig. B2 , we can see the ef-

ect of varying the value of P s on homogeneous domains. Because there

s no heterogeneity present in the domain, the overall post-imbibition

O 2 residual trapping amount remains the same with no extra capillary

eterogeneity trapping achieved. However, as the degree of mesoscale

eterogeneity increases, when P s is nonzero, a significant amount of cap-

llary heterogeneity trapping can be obtained, as can be seen by com-

aring the results for cases 2, 3, and 4. 
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